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Resumo

Com base em mapeamento da literatura e de proposicdes legislativas, o artigo teoriza sobre
quatro objetivos orientadores de uma regulacio que exija transparéncia das plataformas
digitais no exercicio da moderagéo de contetido: aprimorar a moderagéo, permitir que os
usudrios protejam e exercam seus direitos, permitir a fiscaliza¢fo do uso das plataformas
como “procuradoras” por autoridades governamentais e promover a confianca e o sentimento
de legitimidade dos usudrios, governos e anunciantes na atividade da plataforma. Os
objetivos sdo construidos, primeiro, mediante um estudo dos potenciais e limites da
transparéncia como ferramenta regulatdria e, segundo, com esteio na reflexio sobre as
razdes que justificam a interveng¢éo do Poder Puiblico na atividade das plataformas. Com
esses referenciais tedricos e exemplos praticos, apresentam-se os objetivos das intervencdes
de transparéncia e sugere-se o que se pode exigir das plataformas para que eles sejam

cumpridos.

Palavras-chave: transparéncia; liberdade de expresséo; moderagio de contetdo; plataformas
digitais; Direito Digital.

Abstract
Based on a mapping of the literature and Brazilian legislative proposals, the article theorizes
four guiding objectives for a regulation that requires transparency from digital platforms

in the exercise of content moderation: improving moderation, enabling users to protect

1 Jodo Pedro Favaretto Salvador é mestre em Direito pela Universidade de S&o Paulo, Sdo Paulo, SP, Brasil; doutorando
em Direito e Desenvolvimento na Fundacio Getulio Vargas (FGV) Direito, Sio Paulo, SP, Brasil; lider de Projetos no
Centro de Ensino e Pesquisa em Inovag&o da FGV Direito, S&o Paulo, SP, Brasil. E-mail: joao.salvador.pro@gmail.com

2 Alexandre Pacheco da Silva é doutor em Politica Cientifica e Tecnoldgica pela Unicamp, Campinas, SP, Brasil;
professor de Direito da Fundacio Getulio Vargas (FGV) Direito, Sdo Paulo, SP, Brasil; coordenador do Centro de
Ensino e Pesquisa em Inovagéo da FGV Direito, Sdo Paulo, SP, Brasil. E-mail: alexandre.silva@fgv.br

RIL Brasilia v.62 n.246 p.173-202 abr./jun. 2025 - DOI: https://doi.org/10.70015/ril_v62_n246_p173 173


mailto:joao.salvador.pro@gmail.com
mailto:alexandre.silva@fgv.br

and exercise their rights, allowing government authorities to monitor the use of platforms
as “proxies”, and promoting trust and a sense of legitimacy among users, governments,
and advertisers in the platform’s activity. The objectives are constructed, first, through a
study of the potential and limits of transparency as a regulatory tool and, second, based
on a reflection on the reasons that justify government intervention in the activity of
platforms. Using these theoretical references and practical examples, the objectives of
transparency interventions are presented and what can be required of platforms to achieve

these purposes are suggested.
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1 Introducao

O crescimento das plataformas digitais fez com que acumulassem poderes. Ao atingirem
bilhdes de usudrios em todo o mundo, elas tém impactado néo apenas o dia a dia de seus
clientes, mas também tém influido diretamente no debate ptiblico. Por meio da moderacio
do contetdo publicado, disputas entre cidadfos comuns, elei¢cdes nacionais e até debates
internacionais sobre conflitos armados passaram a ser temperados por decisdes de atores
privados sobre o fluxo de informac&o em espacos digitais. Desse acimulo de poder surgiu
a demanda por maior responsabilidade.

Inicialmente opacas (Klonick, 2018, p. 1.665), as decisdes das plataformas comegaram
a fundamentar-se em regulamentos abertos ao ptblico e passiveis de critica. Porém,

ainda que o grau de transparéncia tenha evoluido muito, tanto a literatura especializada®

3 SALVADOR, Jodo Pedro Favaretto; SILVA, Alexandre Pacheco da. Por que exigir das plataformas digitais trans-
paréncia na moderagéo de conteido? Revista de Informagdo Legislativa: RIL, Brasilia, DF, v. 62, n. 246, p. 173-202,
abr./jun. 2025. DOI https://doi.org/10.70015/ril_v62_n246_p173. Disponivel em: https://www12.senado.leg.br/
ril/edicoes/62/246/ril_v62_n246_pl73

4 Salvador,]. P.F., &Silva, A. P. da. (2025). Por que exigir das plataformas digitais transparéncia na moderagéo de
contetido? Revista de Informagdo Legislativa: RIL, 62(246), 173-202. https://doi.org/10.70015/ril_v62_n246_pl73

5 Ver Suzor (2019); Hovyadinov (2019); Suzor, West, Quodling e York (2019); Leerssen (2020); Karanicolas
(2021); Zornetta (2021).
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quanto organizacdes da sociedade civil® consideram-no insuficiente, pois tém sido cada
vez maiores os impactos das decisSes das plataformas no exercicio da livre expresséo e na
forma do debate democratico.

O resultado dessa percepgéo foi que a exigéncia de maior transparéncia voluntéria das
plataformas acarretou a necessidade de maior intervencéo do Poder Ptblico em suas ati-
vidades. No exterior, essa demanda converteu-se em iniciativas legislativas como o Online
Safety Act (United Kingdom, 2023), do Reino Unido, e o Digital Services Act (The Digital [...],
2024), da Uni&io Europeia. No Brasil, também cresceu a exigéncia de intervencdes legais
de transparéncia: entre janeiro de 2020 e junho de 2022, deputados e senadores apresen-
taram 20 projetos de lei (PLs) em que se obrigavam as plataformas digitais a divulgarem
informagdes. O primeiro deles foi o PL n®2.630/2020 (Projeto de lei das fake news)’.

Este artigo é fruto da pesquisa Uma taxonomia da transparéncia na moderagdo de contetido,
realizada entre o inicio de 2022 e o fim de 2023. Ela n#o s6 se concentrou nesse contexto,
particularmente em virtude da auséncia de consenso a respeito de como se deve organizar
o debate sobre transparéncia na moderacfo de contetido, mas também sistematizou as
principais razdes e modelos de intervengdes de transparéncia encontrados na literatura
especializada e na pratica legislativa brasileira. Mapeou-se e examinou-se o contetido dos
20 PLs que definiam interven¢des de transparéncia na moderacéo de contetdo. Alguns
deles sdo referidos ao longo do texto, especialmente como exemplos das categorias teori-
zadas pelos pesquisadores. Também se investigou o contetdo de 53 obras (entre artigos,
relatérios e livros) que se propdem discutir aspectos da transparéncia dentro e fora do
contexto da moderagio de contetido; nem todas elas sdo aqui mencionadas, mas se podem
encontrar em outros produtos da pesquisa®.

O principal resultado desse processo foi a teorizacdo de quatro objetivos que podem
informar e justificar a construcéo e a interpretacfo de intervencdes de transparéncia na
moderagao de contetdo: a) aprimorar a atividade de moderago; b) permitir que usudrios
protejam e exercam seus direitos; c) permitir que autoridades governamentais fiscalizem
o uso das plataformas como “procuradoras”; e d) promover a confianca e o sentimento de

legitimidade dos usudarios, governos e anunciantes na atividade da plataforma. Antes de

6 Ver Coalizdio Direitos na Rede ([2024]); Kurtz, Carmo e Vieira (2021); Ribeiro, D’Agostini, Sarmento e Rachid
(2021); Cruz, Lana e Jost (2023).

7 Deinicio, utilizou-se o Sigalei, um sistema de monitoramento de proposi¢des, com o objetivo de coletar o maior
niimero possivel de PLs que criassem obrigacdes (de transparéncia ou néo) direcionadas as plataformas digitais
de rede social. Para isso, foram utilizados termos de busca bastante amplos. Com o emprego das expressdes
rede social ou redes sociais, detectaram-se 337 projetos de lei ordindria e de lei complementar, propostos entre
18/1/2020 e 6/4/2022 (data de realizagdio da busca). Chegou-se a uma base de 20 PLs apés a filtragem manual
que visou encontrar os PLs que “exigiam que as plataformas revelassem informages sobre seus procedimentos
internos de andlise, deteccio, sancionamento e controle de contetido para agentes externos”. Dado que nenhum
deles alcancou a aprovacdo até a data de redagdo deste artigo, é plausivel que ainda esteja aberto a contribui¢des
o debate sobre as melhores formas de se regular a moderaggo de contetido. Para mais detalhes sobre a metodo-
logia de coleta e para o acesso & base de projetos de lei encontrados, ver Salvador, Guimardes e Galati (2024).

8 Quanto a pormenores da metodologia de seledo da literatura e para o acesso a lista de obras analisadas, ver
Salvador, Galati e Guimarées (2023).
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apresentar os resultados, o artigo responde a duas perguntas cujas respostas sdo necessarias
para compreender tanto o raciocinio tracado pelos pesquisadores quanto os objetivos da
transparéncia teorizados.

Na secdo 2, examinam-se as contribuicdes da transparéncia como técnica de regu-
lagdo, com o fim de encontrar um referencial tedrico para se entenderem as fung¢Ges
da transparéncia no caso especifico da moderacgo de contetido. Com fundamento na
literatura, conclui-se que, apesar de potencialmente transformadoras a um baixo custo,
as intervencdes de transparéncia tém sua efetividade limitada por varidveis contextuais
nem sempre controlaveis e que hipéteses de sigilo legitimo tém restringido seu alcance.
Por isso, o regulador é desafiado a identificar e controlar certas varidveis para ampliar a
probabilidade de sucesso da intervenco, sem, com isso, ultrapassar seus limites legais.

Na secdo 3, discute-se sobre o que torna a moderacéo de contetido digna de intervengdes
de ordem puiblica, em resposta a uma suposta impertinéncia de interven¢des do Estado
numa atividade, a principio, de natureza privada. A resposta, que se torna pressuposto
dosresultados apresentados, é que a moderagéo de contetido, embora fundada legalmente
numa relacio contratual, tem efeitos que transcendem essa relacdo, e pode apresentar-se
tanto como fonte de riscos quanto como ferramenta de protecdo para o debate publico.
Além disso, os erros e a opacidade na modera¢io podem levar a decisdes problemadticas
que refreiam injustificadamente o exercicio de liberdades fundamentais pelos usudrios.
Essas caracteristicas criam a demanda por intervencGes do Estado destinadas a proteger
o debate ptblico e os direitos dos usuarios de decisdes probleméaticas das plataformas e do
conteudo publicado por outros usuérios.

A segdo 4 organiza-se em torno dos quatro objetivos da transparéncia na moderagdo de
contetido. Apresentam-se as principais caracteristicas de cada um deles e sua relagdio com
os fundamentos teéricos da transparéncia expostos na se¢do 2 e com os efeitos da modera-
cdo descritos na se¢do 3. Para cada objetivo o artigo sugere categorias de informacéo - que,
se divulgadas, tém maior potencial de atingir resultados efetivos - e apresenta exemplos
praticos para se compreender melhor a questgo.

A conclusgo do artigo aponta temas complexos que merecem pesquisas mais aprofunda-
das para que a qualidade das intervencdes de transparéncia continue a evoluir. Destaca-se
o uso cada vez mais comum de ferramentas de detec¢fo automatica de conteido, cuja
implantacgdo - como resposta para o volume de publica¢des que precisam ser analisadas
pelas plataformas - cria uma série de novas dificuldades para se efetivar o ideal de trans-

paréncia e de motivacgo das decisGes.
2 O potencial e os limites da transparéncia
O vocabulo transparéncia costuma ser entendido como o contrario de opacidade; remete,

pois, as nog¢des de clareza e de visibilidade. Contudo, transparéncia significa também
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auséncia de sigilo. Assim, uma organizacdo ou uma pessoa sdo perfeitamente transparentes
quando ndo mantém informacdes em sigilo: elas podem ser acessadas por outras pessoas
ou organizacdes. Uma intervencdo legal que promove transparéncia, portanto, visa tornar
acessivel por meio de obriga¢Ges legais uma informacfo anteriormente sigilosa, tais como
os assuntos internos de uma organizacio. Com isso, espera-se que a informagao revelada
permita ao destinatério tomar decisdes informadas ou estimule mudancas socialmente
positivas no comportamento do alvo da intervengao.

De inicio, a ideia de transparéncia como um caminho para a promogio de mudancas
concretas fortaleceu-se como movimento politico nos EUA na primeira metade do século
XX. Suas primeiras grandes vitérias foram a aprovacio do Freedom of Information Act® em
1966 e sua posterior atualizaciio em 1974, como resposta a escAndalos de corrupgéo como o
caso Watergate (Birchall, 2011, p. 11). Aépoca,aideiade transparéncia ligava-se intimamente
aprestacéo de contas pelo Poder Publico. Grupos politicos e organizacdes da sociedade civil
que defendiam o avanco da transparéncia propagavam um ideal: a publicidade dos atos
previne a corrupgdo, que é quase inevitavel em processos sigilosos™.

Segundo Zuccolotto e Teixeira (2019, p. 13), numa democracia representativa o povo
delega poder ao representante, mas conserva o poder de destitui-lo. Esse poder pode ser
exercido apenas se houver instrumentos de controle do poder politico que permitam aos
representados tanto avaliar se os governantes estdo agindo como representantes de fato
quanto, de algum modo, decidir com base nessa avaliagio. A transparéncia, na forma da
publicidade dos atos ptblicos, desponta entdo como condi¢go para o devido funcionamento
desses instrumentos, ja que é impossivel avaliar a qualidade de atos sigilosos. Além disso, a
correcdo desses problemas numa democracia teria como pressuposto o debate, a delibera-
¢do e a troca de argumentos informados sobre as diversas op¢des e caminhos para a agéo,
0 que também sé seria possivel sem graves assimetrias de informagdes entre governantes
e governados (Zapatero Gémez, 2019, p. 110).

Ha mérito, pois, na premissa de que a transparéncia poderia, em algum grau, prevenir
o0 abuso no exercicio do Poder Pablico: os cidad&os estariam munidos de informagao para:
a) exigir prestagdo de contas pelo governo, seja por seus gastos, seja por seu desempenho
no oferecimento de servicos ptiblicos (o que, em tese, reduziria a corrupcio e ineficiéncia);
eb) participar do debate ptiblico sobre o futuro de sua nagéo. A transparéncia é necessaria
tanto para a supervisdo dos atos administrativos quanto para a tomada coletiva de decis&o;

ambas sdo condi¢des para a dissuaséo de atos ineficientes e mal-intencionados. Ao longo

9 O Freedom of Information Act exige que as agéncias governamentais norte-americanas divulguem diversas
categorias de documentos e informagcdes, além de excecdes a esse dever de transparéncia. O texto foi alterado
diversas vezes desde sua concepgéo (United States, 2022).

10 Durante esse periodo, popularizou-se a frase “a luz do sol é um dos melhores desinfetantes; a luz elétrica, o
mais eficiente policial”, cunhada em 1914 por Louis Brandeis, entfio advogado e posteriormente juiz da Suprema
Corte norte-americana. A frase estd no ensaio “What Publicity Can Do”, publicado no livro Other People’s Money
and How the Bankers Use It (Brandeis, 1914, p. 92): “Sunlight is said to be the best of disinfectants; electric light
the most efficient policeman”.
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do tempo, com a popularizacio da transparéncia como ferramenta de controle do Poder
Publico, também se fortaleceram argumentos a favor de intervencdes de transparéncia
direcionadas a agentes privados. Aqui também fincou raizes o conceito de que a divulgacéo
de informac#o é capaz de provocar impactos sociais positivos.

Zapatero Gémez (2019, p. 110) apresenta duas explicagdes para o surgimento e a popu-
larizacdo dessa abordagem. Em primeiro lugar, a corre¢do de assimetrias de informacéo
pelo Estado seria relevante para garantir a eficiéncia do mercado e a prote¢éo de inte-
resses dos consumidores; para o autor, esses dois objetivos sé podem ser alcancados se o
consumidor estiver munido de informacses claras, acessiveis e suficientes sobre produtos
e servigos. Em diversos casos, h4 incentivo econdémico para que as empresas divulguem
informac&o sobre seus produtos para os consumidores; em outros casos, porém, o custo
de revelar a informac&o pode ser maior que os beneficios, o que justifica a regulagdo com
o fim de garantir a divulgacéo de dados importantes”. Em segundo lugar, se comparado a
outras formas de regulagéo, ndo é muito alto o custo de estabelecer essas obriga¢Ges para
o governo e para os governados (Zapatero Gémez, 2019, p. 112). Exigir mais informagdo é
uma boa alternativa para intervir em processos internos ou nas caracteristicas do produto
oferecido aos consumidores, quando o risco do produto é moderado ou baixo ou quando
as empresas nio sdo motivadas de modo suficiente para voluntariamente divulgar a
informac&o necesséria. Segundo o autor, a obrigacio de transparéncia contribuiria para
melhorar a qualidade dos produtos e proteger o consumidor sem impactos profundos sobre
aconcorréncia e ainovagio, o que lhe permitiria fazer escolhas informadas sobre o servigo
que contrata ou sobre o produto que adquire.

Assim, todas as intervencdes de transparéncia, tanto no setor ptblico quanto no privado,
fundamentam-se no ideal bastante convincente de que a divulga¢io de informacgges sigilosas
é capaz de iniciar processos que levam a mudancas positivas no comportamento de seus
usudrios e alvos. Essas mudancas podem ser tanto a melhoria de produtos e de servigos
disponiveis no mercado quanto a inibi¢fo de atos administrativos ilicitos e ineficientes.
Todavia, ndo é 6bvio o nexo causal entre a divulga¢io da informacdo e a ocorréncia das
mudancas concretas desejadas, nem ocorre efetivamente em toda intervencio de transpa-
réncia. Muitos dentre os que exigem mais transparéncia acreditam em que a possibilidade
de observar um sistema ou uma instituigéo é suficiente por si sé para haver controle e
compreensdo, o que legitimaria qualquer intervencéo nesse sentido. A verdade, porém, é
que a transparéncia nio implica controle por si mesma (Ananny; Crawford, 2018, p. 975).

Embora tenha grande potencial, a transparéncia também apresenta limites, pois existem

11 Um exemplo é a divulgacio de informagdes em rétulos de produtos alimenticios. E comum que as empresas
que os produzem e distribuem sejam obrigadas a divulgar nos rétulos informacdes ndo particularmente convi-
dativas, mas consideradas essenciais para o consumidor tomar decisdes informadas sobre sua satde; é o caso de
quando o rétulo alerta sobre riscos a satide por adigéo excessiva de sédio, agticar ou gorduras saturadas. Ndo se
espera que os produtores divulguem essas informagdes sem que tenham um incentivo externo, pois elas podem
afastar o consumidor, o que representa um custo contrario aos interesses empresariais.
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varidveis que influenciam no sucesso de uma intervencéo de transparéncia que promova
mudancas no comportamento dos agentes obrigados a divulgar informacgo.

Apesar do baixo custo, se concebidas sem atencdo as varidveis adequadas, interven-
¢Oes de transparéncia também se podem tornar empecilhos para a atividade de seu alvo
ou até prejudicar o sigilo legitimo de individuos. Nesses casos, por mais convenientes que

parecam, elas podem falhar e causar mais problemas.
2.1 Nem toda intervencdo de transparéncia é efetiva

Tornar disponiveis grandes quantidades de informac&o pode ser pouco util e até pre-
judicial para se atingirem as finalidades de uma intervencéo de transparéncia. Quando
ausentes determinadas condi¢des sociais e técnicas ideais, pode ser ineficaz a visibilidade
de uma intervencgo. Uma intervencio de transparéncia é efetiva apenas quando realmente
tem o potencial de gerar as mudancas pretendidas, algo que os estudiosos costumam chamar
de transferéncia significativa (meaningful transparency) (Hovyadinov, 2019; Suzor; West;
Quodling; York, 2019; Karanicolas, 2021). Esse potencial depende tanto de caracteristicas da
intervencéo - o qué, para quem e de que forma é divulgado - quanto de condi¢des contextuais,
como a propensdo dos usudrios da transparéncia (os que recebem a informac#o) a serem
motivados a agir pela informagéo revelada e a predisposicio dos alvos da transparéncia (os
que sdo obrigados a divulgar a informacio) para mudarem seu comportamento.

Com o fim de sistematizar essas variveis, Fung, Graham e Weil (2007, p. 51) concebem
o chamado ciclo da a¢do, em que a informacgo difundida por uma intervencio de trans-
paréncia gera efeitos positivos sobre o comportamento de seu alvo - normalmente um
provedor de um servico, publico ou privado. Por meio do mapeamento de intervencdes
de transparéncia bem-sucedidas, os autores identificaram que: a) a informacio tornada
disponivel é ttil e acessivel a pelo menos um grupo de usudrios da informacgo insatisfeito
com a prestagéo do servico; b) essa informacio leva os usuarios a mudarem suas decisdes
e a¢les, seja para buscarem prestadores de servicos concorrentes, seja para se mobiliza-
rem por mudangas; c) essas novas agdes acarretam consequéncias significativas para o
prestador; e d) os prestadores respondem de forma construtiva a essas consequéncias e
buscam a resolu¢éo do problema.

Para ilustrar o ciclo da agdo, Kosack e Fung (2014, p. 70-71) ddo o exemplo da infor-
macdo divulgada por prestadores de servico de satde publica. Os autores apontam que
cidaddos com acesso a informacdes sobre a prestacio de servicos de satide sdo capazes de
comparar a qualidade de prestadores, como os hospitais e as unidades de pronto atendi-
mento, e exigir mudancas com base nisso. Dados tteis para esse tipo de comparagdo séo:
a) a disponibilidade de recursos e medicamentos; b) a duracgéo das filas de espera; e c) a
abrangéncia dos procedimentos oferecidos. Com esses dados, os destinatdrios da informac&o
podem identificar o prestador que mais se adéqua a seus interesses, avaliar a eficiéncia

da alocagdo de recursos publicos ou mesmo identificar as tecnologias e modalidades de
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prestacdo de servigos disponiveis. Ao encontrarem problemas ou pontos de discordincia
nessas informacdes, podem demandar melhorias. Contudo, para que essas demandas
resultem em mudancas concretas, os cidaddos devem pressionar os prestadores que tém
agido de forma ineficiente - seja optando apenas por prestadores de alta qualidade, seja
engajando-se em protesto, seja utilizando canais de sugestéo ou critica pré-estabelecidos.
Se estiverem propensos a responder de forma construtiva, os prestadores ineficientes ou
os érgdos publicos responsaveis por sua administracéo podem utilizar esse feedback para
buscar melhorias em seu desempenho, ao realocar o uso de recursos para reduzir filas,
garantir a disponibilidade de medicamentos ou ampliar os procedimentos oferecidos.

Najustificacfo das intervenc¢des de transparéncia, o regulador pode influenciar as varia-
veis do ciclo, como a tendéncia dos usudrios de agirem baseados na informac&o recebida e
a dos prestadores de servicos de responderem construtivamente a aspectos relacionados
aqualidade da informag&o e a forma de sua divulgacéo. A predisposi¢io dos usuarios para
agirem pode ser aumentada se o regulador exigir a criacdo de canais de reclamagio que
reduzam os custos da acdo. E, com base no estabelecimento de san¢des a inagéo, é possivel
ampliar a inclinagfo dos prestadores para responderem de forma positiva.

Porém, trata-se de técnicas regulatérias posteriores a exigéncia de divulgagéo de infor-
macdo. Mais importantes para o enfoque deste artigo séo as duas varidveis que promovem
a efetividade de uma intervencéo de transparéncia e podem ser influenciadas quando se
exige a divulgacgio dos dados: a visibilidade e a capacidade de inferéncia da informacéo.
Zuccolotto e Teixeira (2019, p. 52) argumentam que a informacio adquire visibilidade ao
ser divulgada de forma completa, acessivel e com relativa facilidade. O regulador garante
visibilidade ao determinar o grau de pormenorizacéo dos dados a serem divulgados e o
meio cabivel para essa divulgaco. Assim, a visibilidade é condi¢go para a efetiva interven-
c¢do de transparéncia, pois, se a informac&o néo estiver facilmente acessivel e completa, é
improvavel que seja capaz de persuadir seus usudrios a agirem para fomentar mudangas
no comportamento do prestador de servigos.

No caso do exemplo anterior, se apenas parte das unidades de pronto atendimento
e hospitais publicos divulga dados sobre a disponibilidade de medicamentos, torna-se
impossivel comparar a qualidade dos prestadores de servicos de satde, o que inviabiliza
a acdo fundamentada dos usudrios desses servigos. Da mesma forma, se os dados forem
divulgados, mas estiverem acessiveis apenas mediante procedimentos burocraticos comple-
x0s, é improvével que motivem os usudrios & agdo. As vezes, mesmo completa e totalmente
acessivel, ainformac#o pode estar disponivel de um modo que torna dificil ao usudrio chegar
a conclusdes Uteis com base na observagéo. Nessa situa¢io, diz-se que a informagéo tem
capacidade de inferéncia limitada (Zuccolotto; Teixeira, 2019, p. 54). Assim, o regulador
pode exigir que os prestadores de servi¢o divulguem informacdes em formatos variados
que influam diretamente na capacidade de inferéncia dos usudrios.

Em vez de tornar disponiveis os dados brutos, frequentemente em formatos distintos

para cada instituicgo, o regulador pode facilitar o exercicio de comparar hospitais ptblicos
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e exigir que se divulguem os dados em formato de tabela comparativa elaborada por espe-
cialistas externos ao alvo da intervenc&o. Nesses casos, as possiveis inferéncias tornam-se
mais acessiveis ao ptiblico ndo especializado, o que propicia a tomada de a¢do™. Desse modo,
conquanto nio tenha controle sobre a propensio dos usudrios ou do alvo da transparéncia
a mudanca de comportamento, o regulador é capaz de manejar a qualidade e a forma da
divulgacdo dos dados a fim de garantir que sejam visiveis e passiveis de interpretacgo. Se
exige a disponibilidade dos dados corretos, da forma correta e para os usudrios corretos,
o regulador pode criar um cendrio fértil para a protecéio dos interesses dos usudrios e o
controle de seus alvos.

Nio obstante, tais decisdes s6 podem ser tomadas de forma adequada se o regulador
tiver consciéncia dos efeitos pretendidos ou, no minimo, esperados da interven¢io. Sem um
ciclo de agéio pré-concebido, a mera divulgacgo de informac&o tem pouca probabilidade de

ser efetiva; dessa maneira, a transparéncia ndo deve ser tratada como fim, mas como meio.
2.2 Nem toda intervengio de transparéncia é positiva

O movimento politico por transparéncia ganhou forca ao responsabilizar o sigilo pela
ineficiéncia e pela corrupcéo; em regra, passou-se a considera-lo problematico. Contudo,
existem circunstancias nos &mbitos privado e ptiblico em que o sigilo é desejavel e mesmo
valorizado numa democracia. E essencial que o reguladorleve em conta esses limites, visto
que suas intervenc¢des de transparéncia podem causar mais prejuizos que beneficios ao
exigirem a divulgac¢o de informag8es cujo sigilo é justificado.

O valor do sigilo prepondera com mais frequéncia no 4&mbito privado que no publico.
Por exemplo, a efetivacio da privacidade - ideal constitucionalmente protegido - pressu-
poe ser possivel ao cidaddo manter em sigilo aspectos de sua vida privada. Sem que algum
grau de sigilo seja considerado legitimo, o sujeito da democracia pode ver tolhido aquilo
que o torna singular: a sua autonomia (Birchall, 2011, p. 12). Um regime que promove a
transparéncia ndo deve ir longe demais a ponto de constringir o sigilo legitimo mediante
uma politica de vigilancia das atividades privadas.

Além da privacidade do individuo, as atividades do mercado também pressupdem um
grau legitimo de sigilo. A livre concorréncia depende de decisGes estratégicas relacionadas
a informacGes sobre o desenvolvimento de produtos e servicos que devem ser comparti-
lhadas, patenteadas ou mantidas em segredo para a maximizagio dos lucros (Birchall,
2011, p. 13). Diferentemente do caso da Administracio Ptiblica - a respeito da qual existe a

expectativa de que seja a mais transparente possivel para viabilizar seu controle por vias

12 Em contrapartida, ainda que menos acessiveis a priori, dados brutos podem evitar a interferéncia de vieses
de terceiros e a manipulagio na interpretacio da informagéo. Além disso, se oferecidas em formato propicio e
padronizado, grandes quantidades de dados brutos podem ser interpretadas mediante a tecnologia da informa-
¢do. Existe, portanto, um equilibrio a ser alcangado entre a autonomia do usudrio da informagc&o e a capacidade
de inferéncia dos dados.
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democraticas -, as empresas privadas em geral ndo tém o dever de divulgar informacdes
sobre suas praticas internas; por razdes concorrenciais e de privacidade, muitas dessas
informac®es costumam ser protegidas pelo Direito como segredos de negécio” e dados
pessoais™. Nos casos em que se exige transparéncia das empresas privadas, torna-se mais
complexo fundamentar a interveng&o: no &mbito ptiblico, a transparéncia é regra e o sigilo
deve ser justificado; no &mbito privado, costuma valer o contrario.

No campo da Administra¢do Publica, contudo, também existem situa¢Ses em que a
necessidade de transparéncia deve ser contrabalancada com o valor do sigilo. E o caso da
atividade das autoridades de investigacio e seguranca publica: elas também devem ser
controlaveis, mas a transparéncia completa de suas atividades pode inviabilizar a efetivacio
de seus fins. Técnicas de investigacio como a interceptacéo telefénica e a infiltracéo, bem
como outras relativamente comuns em inquéritos criminais, pressupdem o desconheci-
mento do investigado a respeito de sua vigildncia. Assim, por mais que o sigilo justifique
o uso dessas técnicas pelas autoridades, sua transparéncia deve ser limitada para nio
inviabilizar investiga¢des. Nesses casos, deve-se tanto preservar ao maximo o sigilo quanto
buscar outras ferramentas de controle, tal como a exigéncia de autorizacio judicial prévia

e de divulgacéo a posteriori das informacdes sigilosas'.
2.3 Elaborarintervencdes de transparéncia nio é esforgo trivial

Intervengdes de transparéncia podem ser pouco custosas e muito transformadoras;
porisso, frequentemente sdo consideradas positivas e efetivas por si mesmas. No entanto,
como se afirmou, esse ideal de transparéncia encontra limites nas condi¢Ses praticas
para a sua implantacio e nas hipdteses em que o sigilo é legitimo e desejavel. Reconhecer
a existéncia desses limites ndo inviabiliza o uso das intervengdes de transparéncia, mas

atribui ao regulador um 6nus significativo de planejamento e justificacgo.

13 Qart. 195 da Lei n®9.279/1996 (Lei de propriedade industrial) reconhece a legitimidade dos segredos de negécio
e protege-os ao firmar que comete crime de concorréncia desleal quem “divulga, explora ou utiliza-se, sem
autorizacdo, de conhecimentos, informagdes ou dados confidenciais, utilizdveis na inddstria, comércio ou
prestacdo de servigos, excluidos aqueles que sejam de conhecimento pablico ou que sejam evidentes para um
técnico no assunto, a que teve acesso mediante relagdo contratual ou empregaticia, mesmo apds o término do
contrato” (Brasil, [2024]).

14 Deacordo com o art. 62da Lei n®13.709/2018 (Lei geral de protegdo de dados), a empresa tem o dever de proteger
e manter em sigilo dados pessoais de seus clientes durante seu tratamento: “As atividades de tratamento de dados
pessoais deverdo observar a boa-fé e os seguintes principios: [...] VII - seguranca: utilizacio de medidas técnicas
e administrativas aptas a proteger os dados pessoais de acessos ndo autorizados e de situagGes acidentais ou
ilicitas de destruicio, perda, alteragio, comunicacio ou difusdo” (Brasil, [2022b]).

15 Para o emprego da interceptacio telefonica, a Lei n® 9.296/1996 ndo s6 exige que a autorizacio judicial seja
prévia e fundamentada, mas também determina que as diligéncias devam ocorrer em autos apartados até o
momento em que seus resultados estejam prontos para o relato. Assim, é possivel garantir o sigilo e a efetividade
da investigagdo até ele se tornar desnecessario e voltar a prevalecer a l6gica de transparéncia: “Art. 82 A inter-
ceptacdo de comunicacdo telefénica, de qualquer natureza, ocorrerd em autos apartados, apensados aos autos
do inquérito policial ou do processo criminal, preservando-se o sigilo das diligéncias, gravagdes e transcri¢des
respectivas” (Brasil, [2019]).

182 RIL Brasilia v.62 n.246 p.173-202 abr./jun. 2025 - DOI: https://doi.org/10.70015/ril_v62_n246_p173



Para que as intervencdes sejam efetivas, o regulador deve ter consciéncia das mudancas
concretas que pretende incentivar, presumir como usudrios e alvos da transparéncia se
comportardo dentro do ciclo de agdo e, com esses fundamentos, decidir sobre que infor-
macdes devem ser divulgadas e qual serd a forma de sua divulgacdo. Em outras palavras, a
chance de sucesso de uma intervencéo de transparéncia serd muito pequena se o regulador
ndo tiver em mente os objetivos dessa intervencgo.

Ao mesmo tempo, o regulador deve considerar se a divulgacéo de determinadas infor-
macdes pode ser problemadtica diante das situa¢des em que o sigilo é desejavel. A busca
de um equilibrio nesse sentido serd mais trabalhosa na elaboracio de intervencdes de
transparéncia sobre atores privados do que sobre os publicos, j4 que o 4&mbito privado tem
a autonomia informacional como regra. Desse modo, a criagio de obrigacdes de transpa-
réncia para organizacgdes privadas ndo é algo trivial: sempre que se obriga uma empresa a
divulgar uma informac&o sobre suas praticas internas, essa obrigacfio deve cumprir uma
finalidade legitima e ndo provocar mais prejuizos que beneficios. S6 se devem divulgar os

dados realmente necessarios para que ocorram os efeitos visados pelo regulador.

3 Arelevancia publica da moderagdo de contetido

A moderagio de contetido tem recebido atencdo particular quando realizada por
plataformas digitais. Trata-se de condutas que elas adotam para garantir o cumprimento
das regras de comportamento que elas mesmas estabelecem em seus contratos de adesdo
(como termos de uso e politicas da comunidade) ou que séo levadas a aplicar em razdo de
legislacgo e de ordens judiciais. Assume-se neste artigo uma concep¢ido ampla da moderagdo
de contetido; conforme define Grimmelmann (2015, p. 47, tradugo nossa), ela compreende
todos “os mecanismos de governanca que estruturam a participagio em comunidade para
facilitar a cooperago e prevenir abuso”. Desse modo, aqui se considera que a moderagio
de contetdo transcende as san¢des explicitamente direcionadas ao contetdo que viola as
regras das plataformas, como a remocéo de uma publicagio ou a suspensdo de uma conta;
elaincluiaampliagio e a redugdo do alcance de uma publica¢do com base num juizo sobre
sua qualidade.

Amoderagdo de contetido é uma atividade que tem fundamento legal num contrato entre
aplataforma e o usudrio, no qual este reconhece e aceita que sua livre expressdo se sujeite
a restri¢cdes firmadas por aquele. Com efeito, hd uma inquietacéo sobre a pertinéncia e a
legitimidade de se interferir nessa atividade eminentemente privada. Em outras palavras:
por que o Estado deve interferir no que se apresenta, a principio, como manifestacdo de
vontade dos envolvidos (Nunziato, 2018)? A resposta a essa pergunta condiciona os fins
da intervencdo, que devem ser legitimos, justificados e discutidos antes de reflexdes mais

aprofundadas.
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No caso particular da moderacéo de contetido, a justificativa para a intervencio assenta-
-se em particular nos efeitos dessa atividade sobre o debate ptiblico' e sobre os usudrios
diretamente afetados. As plataformas digitais propdem-se organizar e fazer escolhas sobre
como o contetido de seus usudrios é transportado e tornado disponivel a outros (Gillespie,
2018, p. 81). Elas o fazem para oferecer-lhes uma audiéncia que nio teriam se utilizassem
tecnologias de comunicacgo tradicionais. As plataformas, pois, ndo sdo meras distribuidoras
de informac&o, como as operadoras de telefonia: elas moldam o espago de comunicagéo ao
observarem o comportamento dos usuarios com o fim de garantir seu engajamento e, con-
sequentemente, seu contato com antincios - fonte de parcela significativa da sua receita.
A moderaggo de contetido é justamente a ferramenta utilizada para delinear esse espago
de comunicacio - e, como afirma Grimmelmann (2015, p. 47, tradugéo nossa), “facilitar a
cooperagdo e prevenir o abuso”.

Entretanto, a enorme quantidade de usudrios significa que as plataformas, ao mode-
larem ativamente o espaco, também tém exercido influéncia consideravel sobre a opini&o
publica. Ao tomarem decisGes sobre que tipo de contetido terd mais ou menos alcance em
vista das regras que criam, elas tém intervindo sobre o que pode e o que n&o pode ser dito
também em temas sensiveis, como elei¢Ges, discriminacéo e conflitos culturais. Além disso,
o fato de atores mal-intencionados propagarem nas plataformas contetido prejudicial ao
debate piiblico - como a desinformac#o e as mensagens de 6dio - faz com que a moderagio
de contetdo seja tratada como a primeira linha de defesa contra tais discursos.

Essa configuragio cria um forte interesse das autoridades ptblicas na forma como é
exercida essa moderagdo. Pode ser uma poderosa aliada do Estado na efetivagio de direitos
fundamentais e dos pressupostos do debate democratico uma plataforma que modere de
forma eficiente e com o minimo possivel de erros com o fim de proteger o debate publico
de contetidos danosos. Por outro lado, uma plataforma que modere contetido de forma
inconsistente e opaca - apenas para garantir o engajamento dos usudrios, independente-
mente de potenciais maleficios ao debate ptblico - pode tornar-se alvo de regula¢des que
tencionam evitar a proliferacdo desses danos.

Assim, certos efeitos da moderag&o sobre os afetados diretamente por ela também se
podem tornar um fundamento para interven¢des de ordem ptblica. N&o se trata necessaria-
mente do caso do usudrio que age em contrariedade com os regulamentos das plataformas
e é sancionado conforme preveem esses regulamentos. Isso poderia ser defendido como
uma dindmica tipica de uma relagio contratual, apesar de ser questionavel a discriciona-
riedade das plataformas para a elaboracio das regras- como apontam Mendes e Fernandes
(2022, p. 43). Fala-se, sobretudo, dos casos em que, devido auma assimetria de informacao,

o usudrio ndo entende por que foi sancionado ou, pior ainda, nem sequer compreende as

16 Na mesma linha, o Tribunal Superior Eleitoral costuma utilizar-se do argumento da preservacio da satde
do “ambiente informacional” para justificar intervencdes na atividade de moderagéo de contetido. Ver Osorio,
Alvim, Siqueira, Barcelos, Vargas, Rodrigues e Rondon (2022).

17 Em 2020, praticamente toda a receita do Facebook proveio da publicidade de outras empresas. Ver Statista (2024).
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regras com que, em tese, concordou. A isso se acrescem os casos problemdticos em que
plataforma simplesmente erra ao sancionar usuarios que nio agiram irregularmente.

Arelevancia desses casos (abordados mais detidamente na subsec&io 4.2) est4 no impacto
que a moderagdo pode ter sobre os direitos dos usudrios afetados por decisdes injustas.
Embora as plataformas s6 detenham poder sobre as a¢des do usudrio nos espacos digitais
que elas controlam, a restri¢fio do acesso a eles pode acarretar danos que alcancam outros
aspectos da vida privada (West, 2018). Assim, quando atingidos pelas san¢des mais graves
aplicadas pelas plataformas, muitos usudrios lamentam a perda de fotos e de outros docu-
mentos de valor sentimental, bem como a privacggo da capacidade de comunicar-se com
amigos e familiares. Diversos usudrios que dependem de formas digitais de remuneracio
(como propaganda) alegam dano & sua vida profissional quando sio considerados infratores
das regras da plataforma. Sem acesso as plataformas, eles também perdem o acesso a sua
comunidade familiar, profissional, econémica e cultural.

A participaco nesses espagos virtuais de comunicacgo tem sido um instrumento notavel
para o exercicio pleno das liberdades individuais e politicas, ja que condensam grande parte
do debate publico e cumprem papel significativo, especialmente em periodos eleitorais
(Mendes; Fernandes, 2022, p. 43). A excluséo injustificada de usudrios desses espacos,
entdo, significa também uma restricdo ao acesso a informacdes, opinides e dados essenciais
a plena participacgo politica. Quando sfo consequéncia de uma relacdo contratual sem
assimetria de informac8o entre usudrio e plataforma, é até plausivel defender que esses
efeitos danosos ndo justificam uma interven¢éo de ordem ptiblica. Pelo menos em tese, as
plataformas tém uma margem de discricionariedade para tomar decisdes sobre que con-
tetddo deve ou ndo circular em seus espagos de comunicacgo, o que nfo é necessariamente
problematico quando sdo transparentes essas regras. No entanto, decisdes injustificadas,
erradas e opacas das plataformas podem afetar as liberdades fundamentais dos usudrios,
o0 que leva ao interesse das autoridades publicas em protegé-los dessas decisdes, seja ao
corrigirem assimetrias de informaco, seja ao exigirem das plataformas maior precisdo
na moderacdo de contetdo.

Desse modo, apesar de seu fundamento numa relagio contratual entre a plataforma e
ousudrio, amoderacdo de contetido: a) tem efeitos que excedem o que é estabelecido entre
as partes, de forma que seu direcionamento afeta o debate ptblico democratico; e b) pode
ser exercida de maneira viciada e acarretar danos injustificados aos direitos individuais

e publicos dos alvos de decisdes problematicas.

4 Objetivos da transparéncia na moderagao de conteiido
Realizam-se intervenc¢des de transparéncia com o fim de mudar o comportamento

de seu alvo e dos usudrios da informacgo divulgada, dada a pressuposicdo de que existe

alguma assimetria de informac#o entre eles. O regulador busca, com isso, fornecer ao
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publico informacdes para tomadas de deciséo socialmente benéficas. Problemas comuns
a serem resolvidos mediante obrigacdes de transparéncia, por exemplo, s3o: a) os riscos
resultantes da assimetria de informagio; b) a baixa qualidade da prestagéo de servigos
criticos providos por uma organizagéo; c) a perpetuacio de discriminago e desigualdades
sociais devida & assimetria de informagc#o; e d) a prevaléncia da corrupgio em instituicdes
que servem ao interesse publico (Zapatero Gémez, 2019, p. 110).

Os objetivos de uma intervencio de transparéncia devem ser o mais claros possivel, tanto
no inicio quanto no final do processo regulatério. Isso ocorre porque: a) néo serd possivel
definir adequadamente as informacdes a serem divulgadas, nem como ou para quem elas
devem ser divulgadas, se ndo houver um objetivo claro tragado no inicio da elaboragéo de
uma intervencéo de transparéncia; b) no objetivo de uma interveng#o de transparéncia
estd a fonte de sua justificacdo, e é essencial haver uma finalidade explicita para avaliar
se se justifica uma intervencéo; e c) o objetivo de uma intervencio de transparéncia pode
subsidiar a interpretacdo quando a legislac&io ndo é suficientemente clara a respeito dos
limites dessa interveng&o nas hipéteses de sigilo legitimo.

A primeira dessas razdes foi comentada na subsec#o 2.1: os objetivos da transparéncia
determinam as varidveis que condicionam sua efetividade. A segunda razéo pode ser
ilustrada com o caso das plataformas; se intentam corrigir um desequilibrio que causa
problemas especificos, as intervenc¢des devem ter como alvos as organizagdes tidas como
responsaveis por criarem um risco ao interesse publico. Como se observou, é cada vez mais
comum entidades do setor privado estarem sujeitas a exigéncias de transparéncia seme-
lhantes as do setor publico, 0 que ocorre justamente quando a atividade dessas entidades
privadas se intersecciona com interesses publicos (Karanicolas, 2021, P- 62). Plataformas
de redes sociais sdo administradas por empresas privadas e, por isso, néo se lhes aplica a
nogao de que a transparéncia é regra e o sigilo, exce¢fio. Qualquer intervencéo de transpa-
réncia direcionada a essas plataformas deve fundamentar-se na ideia de que a divulgagio
de informagGes anteriormente sigilosas tem o potencial de evitar dano ou risco ao interesse
publico relacionado a atividade dessa plataforma. Além disso, em razdo das hipéteses de
sigilo legitimo comuns & atividade empresarial privada, essas intervengdes devem limitar-se
adivulgar informacio necessaria para cumprir esse objetivo de proteger o interesse ptblico.
Assim, dois exercicios de justificagfo sdo necessarios para se legitimarem intervencoes
de transparéncia: o regulador deve demonstrar nio sé que a moderacéo é prejudicial ao
interesse publico mas também que, de alguma forma, a intervengo proposta limita esse
prejuizo. Na auséncia de clareza sobre os objetivos de uma intervencgo, é impossivel ava-
liar se o regulador considerou esses exercicios. Em outras palavras: ndo se pode verificar
se essa intervencdo é legitima em face dos limites estabelecidos pela autonomia privada.

E aterceira razdo decorre das dificuldades praticas de se proceder a uma intervencéo
de transparéncia. Dentre os problemas cruciais na sua elaboracgo esta o de identificar que
informac#o se deve revelar, como e para quem - e eles s6 podem ser solucionados por uma

decisdo sobre a finalidade da intervenc&o. N&o é possivel decidir sobre o qué sem decidir
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sobre para qué é suficiente. Esse desafio reflete-se em particular na concepcéo dos limites
da intervencdo: sdo as hipdteses em que o alvo pode recusar-se a divulgar algo, seja por-
que a informac&o é desnecessaria para atingir os objetivos propostos, seja por existirem
razdes legitimas para a manutencgo do sigilo. Porém, dada a dificuldade de se tracarem
esses limites para todos os casos especificos, é comum que o legislador utilize linguagem
aberta para definir essas hipdteses e atribua ao aplicador da regra a tarefa de estabelecer
com precisdo o que o alvo da intervencéo tem a obrigacéo de divulgar em decorréncia da
lei. Um exemplo dessa prética observa-se no PL n®2.630/2020%. Dentre as determinacdes
relacionadas ao tema, o art. 21 do projeto define o contetido a ser divulgado pela plataforma
em seus termos de uso:

Art. 21. Os termos de uso dos provedores devem conter os pardmetros utilizados
nos seus sistemas de recomendacgo de contetdo, ressalvados os segredos comercial e

industrial, bem como:
I - descrigdo geral dos algoritmos utilizados;

II - destaque para os principais pardmetros que determinam a recomendagio ou

direcionamento de contetido ao usudrio; e

I1I - opgGes disponiveis aos usudrios para modificar os pardmetros de recomendacéo

ou direcionamento (Brasil, 2023, grifo nosso).

Conquanto tenha proposto um contetido minimo para os termos de uso divulgados
pelas plataformas, o legislador estabeleceu que o alvo da intervencéo néo é obrigado a
fornecer essas informacdes se consideradas segredos comerciais ou industriais. Contudo,
ndo existe definicio legal de segredo comercial e industrial; desse modo, o limite exato da
intervenc&o ndo é claro para o alvo, nem para os usudrios, nem para o aplicador da norma®.
Ainterpreta¢do da norma, nesse caso, ndo pode torna-la inefetiva; a obrigacéo de transpa-
réncia em questdo ndo pode ser ampla demais para nio prejudicar os segredos comerciais e
industriais da plataforma. E o contrario também é verdade: se a nogéo de segredo comercial
e industrial for considerada excessivamente ampla, a norma que impde a obrigacéo de
transparéncia perde sua razdo de ser, pois ndo se fornecem informacges suficientes para
arealizacfo de seu objetivo.

Por conseguinte, a solu¢éio dessa incerteza comega por uma questdo: que resultado se
espera da divulgacgo dos pardmetros utilizados pelas plataformas em seus sistemas de reco-

mendagcZo de contetido? Depois de se responder a essa pergunta, é possivel indagar sobre

18 Areferénciaaqui é a versdo mais avangada do PL n?2.630/2020. Ele pode ser acessado no site da CAmara dos
Deputados e estava em tramitacdio quando se concluiu este artigo. Trata-se do Parecer Preliminar de Plenario
n¢1, publicado em 27/4/2023 pelo deputado Orlando Silva (PCdoB-SP), relator do projeto (Brasil, 2023).

19 O aplicador da norma pode ser um 6rgéo do Judicidrio ou uma autoridade administrativa supervisora, a
depender da configuragio final do projeto.
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quéo detalhadas devem ser essas informagdes ou sobre que dados devem ser divulgados
para que esse resultado seja atingido. Se for capaz de responder a esses questionamentos,
o intérprete pode encontrar solu¢des que ndo s promovam a ocorréncia de mudangas
concretas e um ciclo da a¢io de sucesso, mas também preservem ao maximo o sigilo legi-
timo das plataformas.

Por trés motivos - um de orientacio, um de legitimac8o e outro de interpretacéo -, é
essencial que o debate sobre como devem ser conduzidas as intervencdes de transparéncia
na moderacdo de contetido suponha compreender suas finalidades. A fim de contribuir
para esse debate, apresentam-se exemplos de quatro principais objetivos buscados com
essas intervengdes: a) aprimorar a atividade de moderagao, tanto ao permitir colaboragéo
e opinifio de stakeholders (como pesquisadores e organizacdes da sociedade civil), quanto
ao gerar fiscalizacdo, incentivos e pressdo para a mudanca de comportamento das plata-
formas; b) permitir que usudrios protejam e exercam seus direitos de manifestacio ao
compreenderem as regras da moderacio e as ferramentas de recurso e correcéo de erros;
c) fiscalizar o uso das plataformas como “procuradoras” pelas autoridades governamen-
tais, que as utilizam mediante demandas judiciais e administrativas, formais e informais,
para controlar conteido®; e d) promover a confianga e o sentimento de legitimidade dos

usudrios, governos e anunciantes na atividade da plataforma.
4.1 Transparéncia para aprimorar a moderagdo de contelido

E comum que obrigacdes de transparéncias sejam justificadas pela ideia de que a
divulgacdo de mais informacdes pelas plataformas sobre seus procedimentos internos
poderia aprimorar a atividade de moderac#o. Isso ocorreria, por exemplo, ndo s com a
colaboracgo, a pressdo e a opinio de stakeholders, pesquisadores, imprensa, organizacdes
dasociedade civil, mas também com a regulacio informada pelo maior conhecimento sobre
o funcionamento da moderacgo.

A ideia de aprimoramento da moderagio de contetido pressupde um juizo sobre o
que é uma moderagdo de contetido positiva. Neste estudo, considera-se que a qualidade da
moderacdo de contetido ndo se mede apenas por um critério de eficiéncia na remocdo de

contetido potencialmente lesivo. Uma boa moderagéo néo remove todo contetido lesivo o

20 Nas categorias a seguir, é possivel identificar um paralelo entre elas e alguns dos tipos gerais de transparéncia
identificados por Kosack e Fung (2014, p. 68-69). Eles concebem quatro categorias de transparéncia identifi-
cadas por seu alvo e pelos usuérios da informacio divulgada: a) quando o alvo é o governo e os usudrios sio os
cidaddos na posigdo de participantes do debate ptblico democratico, fala-se em “transparéncia para aliberdade
de informag#o” - aqui h4 um paralelo com a fiscalizagéo do uso de plataformas como proxies (“procuradoras”),
que visa justamente permitir um debate publico sobre os limites do poder governamental; b) quando o alvo
é 0 governo, mas os usudrios sdo cidadios na posi¢do de consumidores ou beneficidrios de servigos publicos,
configura-se a “transparéncia para a prestacgio de contas” - aqui nio hé paralelo, j4 que a moderacdo de contetdo
ndo trata de servigos publicos; c¢) quando os alvos sdo entidades privadas e os usudrios sio cidaddos na posicio
de participantes do debate publico democrético, realiza-se a “transparéncia para o comportamento corporativo
responsdvel” - em linha com a categoria de transparéncia para o aprimoramento da moderagao; e d) quando
os alvos sdo entidades privadas e os usudrios sdo consumidores e beneficidrios de servigos, caracteriza-se a
“transparéncia regulatdria” - categoria similar a transparéncia para a autoprotegdo dos usuérios.
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mais rapido possivel, mas o faz porque pode adequadamente distinguir entre contetido
lesivo e contetido permitido. Desse modo, protege o debate publico enquanto preserva
a liberdade de expressdo de quem n#o estd agindo em desacordo com o Direito e com as
regras da plataforma. Isso significa buscar a redugéo da taxa néo sé de falsos positivos (casos
em que um contetido permitido é detectado como problematico), mas também de falsos
negativos (situagdes em que ndo se identifica nem se sanciona contetdo problematico).

Esse aprimoramento dos sistemas de moderacio de contetido depende muito da
supervisdo de terceiros, ao sinalizarem contetdo problematico e ao sugerirem mudancas
estruturais quando o sistema ndo cumpre as funcdes esperadas. Aqui existe um paralelismo
claro entre essa funcéo da transparéncia e o ciclo da acdo: a transparéncia é o primeiro
passo para as mudangas que resultem da adogio construtiva de feedbacks (Karanicolas,
2021, p. 61). A necessidade de feedbacks cresce quando as plataformas passam a tomar
decisdes cada vez mais dificeis e cujo impacto sobre o debate ptblico é cada vez mais
significativo. Quando, por exemplo, comecaram a combater ativamente a desinformaggo,
as plataformas assumiram um compromisso com a garantia de veracidade do contetido
publicado por usudrios - o que é desafiador, visto que a prépria definicgo de desinformagdo
é controversa. Inevitavelmente, isso levou ao controle de contetido de carater politico, o
que envolve autoridades publicas (Karanicolas, 2021, p. 58). Nesses casos, apenas mediante
a transparéncia relativa ao seu processo decisério, as plataformas podem saber se estéio
tomando as decisdes corretas.

Existem pelo menos dois caminhos que, no caso das plataformas, transformam a infor-
magdo em feedback, e este em mudancas concretas: a) por vias sociais e econdmicas (usué-
rios, organizacdes, anunciantes e a imprensa pressionam as plataformas para mudarem o
comportamento); e b) por vias institucionais (o regulador utiliza os dados para informar
novas obrigacdes legais que mudem o comportamento das plataformas).

No primeiro caso, espera-se que 0s usudrios e anunciantes usem as informacdes
divulgadas, normalmente alavancadas pela imprensa, ao tomarem decisdes sobre que
plataformas utilizar&o ou sobre que plataformas terdo como parceiras comerciais. Além
disso, espera-se que a sociedade civil se organize para demandar mudancas quando ha
desacordo entre usudrios e a atividade das plataformas. Exemplos reais indicam que dados
sobre a moderacdo podem afetar o comportamento de usudrios e anunciantes, e gerar
movimentos que impulsionam a mudanca. Em junho de 2020, diversas empresas parceiras
do Facebook ameacaram abandonar as ferramentas de publicidade da plataforma (que
representam grande parte de seus lucros), devido & percepcio de que a moderagéo estava
ocorrendo de forma inadequada. O retorno a parceria dependia de uma postura mais rigo-
rosa no combate ao discurso de 6dio. Cruciais para o sucesso financeiro da plataforma, as
marcas nio desejavam ser associadas a esse tipo de contetido?. Com isso, promoveu-se um

grande incentivo econdmico para a mudanca de comportamento da plataforma. Ao menos

21 Ver Hsu e Isaac (2021).
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nesse caso, a agdo dos anunciantes iniciou-se com um juizo negativo sobre a capacidade do
Facebook de moderar discursos de ddio; essa percepgdo sé podia estar fundamentada em
informagdes (ndo necessariamente precisas) sobre processos internos da plataforma que
alcancaram o publico geral. Assim, é razoédvel esperar que interven¢des de transparéncia
que divulguem informacGes claras sobre a capacidade da moderagio tenham efeitos seme-
lhantes ao revelarem inadequagdes.

No segundo caso, o regulador pode obrigar as plataformas a divulgarem informacdes
com a finalidade de se obterem subsidios para decisdes que visem aprimorar a qualidade
damoderagdo, pois a falta de informac#o sobre como ocorre a moderacgo torna mais dificil
proceder a um debate publico informado sobre como regular contetido na internet para
proteger a liberdade de expresso e outros interesses (Suzor; West; Quodling; York, 2019,
p- 1.527). Nio é factivel propor, por exemplo, normas para a composicdo das equipes de
moderadores de contetido, se néo se sabe como elas se compdem nem qual é o impacto
dessa composicdo para a qualidade da moderacgo. Alids, é provavel que diversos defeitos
nas praticas internas das plataformas, corrigiveis pela regulacéo, sejam imperceptiveis se
ndo forem implantadas praticas de transparéncia.

Essas obrigacdes devem ser concebidas para preservar ao maximo a autonomia das
empresas e a privacidade dos usudrios, dado que quase todos os tipos de intervencéo de
transparéncia, com diferentes graus de sucesso persuasivo, se podem justificar pela fina-
lidade de melhorar a moderagéo de contetido. Por conseguinte, a fim de controlar essas
intervencdes, o regulador deve considerar e explicar como os dados que ele pretende revelar
influenciardo o comportamento dos usudrios da informacéo e, baseado disso, divulgar a
informac&o necessaria para o publico necessario. No caso de dados utilizados para informar
nova regulacgo, por exemplo, pode ser mais adequado exigir a divulgacfo apenas para os
érgéos reguladores, por meio de auditorias. Entretanto, quando se espera que o publico
em geral atue em resposta a informac#o divulgada, é necessario que a transparéncia seja

mais abrangente.
0O que divulgar?

Qualquer informac&o sobre os processos internos da moderagio de contetido tem, em
maior ou menor grau, o potencial de promover seu aprimoramento, ja que sua divulgacio
abre portas a contribuicio externa. Porém, como a transparéncia tem custos, importa que
o regulador eleja tipos de informagido com maior utilidade, visibilidade e capacidade de
inferéncia. Destacam-se nesse quesito ao menos trés categorias de informagio: a) dados
quantitativos discriminados sobre a atividade de moderac&o; b) dados sobre a composi¢éo
e o treinamento dos times de moderadores humanos; e c) dados sobre o funcionamento e
o desenvolvimento das tecnologias de moderacgo.

Quando divulgados, dados quantitativos sobre a atividade de moderag&o (como o ntimero

de publica¢des removidas e contas banidas, discriminadas pelo motivo da sang&o) permitem
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tracar um panorama da atividade das plataformas e de seus desafios®. Normalmente
revelados em relatdrios periddicos de transparéncia, os dados relativos a detecgdo de
discursos de édio ou de desinformacéo permitem - a quem monitora e regula a atividade
das plataformas - identificar padrdes ao longo do tempo tanto sobre a propagacéo desse
contetido quanto sobre o comportamento reativo da plataforma (Zornetta, 2021, p. 8).
Esses padrdes denotam a fragilidade da moderac#o de contetido: por um lado, viabilizam
a construcdo coletiva de conhecimento a respeito de solugdes para essas dificuldades; por
outro, regulam a pressio da imprensa, anunciantes e usudrios sobre as plataformas para
que incorporem tais solucdes.

Dados sobre a composicdo e o treinamento das equipes de moderadores humanos (como
critérios de treinamento, idiomas falados pelos moderadores e suas condicdes de trabalho)
revelam fraquezas significativas na organizacgo interna das plataformas. Para Suzor, West,
Quodling e York (2019, p. 1.535), elas deveriam divulgar informagdes agregadas sobre seus
quadros de moderadores, inclusive caracteristicas demograficas e dados sobre os procedi-
mentos de treinamento. Exemplo de como essas informac&es podem permitir a avaliagdo
da moderagcdo e a construgo de feedbacks foi o relatério de transparéncia publicado pelo
X (antigo Twitter) em 2023, como resposta as obrigacdes estabelecidas pelo Digital Services
Act, da Unido Europeia®. O relatério revelou que havia 2.294 moderadores para publica-
¢des em inglés, mas para postagens em espanhol e em portugués eram apenas 20 e 41,
respectivamente. Para idiomas como o croata e o holandés, havia apenas um moderador
em todo o continente. Como consequéncia, a plataforma foi muito criticada pela falta de
comprometimento com a moderagfo adequada de contetido em lingua ndo inglesa.

Essa debilidade, que ndo foi apontada até surgir obrigacéo nesse sentido, pode ter
efeitos catastréficos para a eficiéncia e a qualidade da tomada de decisdo nesses cendrios,
pois as ferramentas de detec¢io automatica de contetido sdo incapazes de oferecer solu-
¢Oes satisfatérias para todos os casos. Também pode ser relevante a informac&o sobre os
agentes envolvidos na moderagéo de contetdo (Zornetta, 2021, p. 43). Decisdes podem ser
tomadas por funciondrios terceirizados, por empregados da empresa ou até por executivos
(mais comum apenas quando os moderados ocupam cargos de grande repercussio®). O
contato com esses dados permite avaliar como diferentes recursos tém sido destinados a

diferentes casos e em diferentes paises.

22 Exemplo de obrigagdo nesse sentido ocorre no art. 42, § 12, do PL n® 836/2022, proposto pelo deputado Eduardo
Bolsonaro (PL-SP), no qual se sugere que os “relatérios [de transparéncia] devem conter: I - niimero total de
medidas aplicadas a contas e contetidos, conforme caput, adotadas em razdo do cumprimento das regras pré-
prias dos provedores e do cumprimento desta Lei, segmentadas por regra aplicada, por metodologia utilizada
na detecgdo da irregularidade, e por tipo de medida adotada” (Brasil, 2022a).

23 Ver Labate (2023).

24 Foi o caso do banimento de Donald Trump pelo Twitter em janeiro de 2021. A decisdo resultou de diversas
reunides entre os executivos do Twitter, que em geral ndo participavam do dia a dia da moderagéo de contetido
na plataforma. Ver Dwoskin e Tiku (2021).
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Por fim, dados sobre o funcionamento e o desenvolvimento das tecnologias de mode-
ragdo (por exemplo, como funcionam os algoritmos utilizados para a detecgéo automdtica
de contetido) sdo relevantes para haver opinifio informada sobre seu desempenho. Porém,
alguns desses dados séo particularmente sensiveis sob o ponto de vista concorrencial, ja
que as plataformas desenvolvem essas tecnologias para se diferenciarem no mercado. Como
apontam Gorwa, Binns e Katzenbach (2020), a funcionalidade desses sistemas e as bases de
dados que os alimentam costumam ser intencionalmente escondidas ou apresentadas de

forma vaga, e ndo é simples atingir um consenso sobre a legitimidade desse grau de sigilo®.
4.2 Transparéncia para a autoprotecdo dos usuarios

Em diversos casos, intervengdes de transparéncia visam habilitar consumidores para
protegerem seus interesses (Kosack; Fung, 2014, p. 68), pois, sem acesso a certos dados,
consumidores néo sdo capazes de exercerem seu poder de escolha de forma informada e
de se protegerem dos potenciais riscos decorrentes dos servigos e produtos consumidos®.

No caso da moderacdo de contetido, é comum a assimetria de informac&o entre o mode-
rador (a plataforma) e o moderado (o usuério da plataforma). Quando o usuério é afetado
por uma decisdo de moderacdo, tal como a remocdo de uma publicagéio ou o banimento
de sua conta, as plataformas nem sempre fornecem razdes suficientemente claras para
essa decisdo ou mecanismos para seu questionamento (Zornetta, 2021, p. 26). As vezes,
a plataforma limita-se a apontar a regra infringida, mas sem explicar como o contetido
sancionado se enquadra nessa categoria. Nesses casos, o moderado ndo tem acesso a dados
suficientes sobre seu caso para questionar de forma fundamentada a decisdo do moderador,
algo essencial para a posterior correcéo de erros”.

A assimetria relacionada aos critérios de moderacgo pode ser considerada problematica
antes mesmo de serem tomadas decisdes concretas. A moderagéo encontra fundamento
legal justamente no consentimento do usudrio no controle de seu contetido, explicitado
quando ele concorda com os termos e regulamentos das plataformas. Desse modo, poder-
-se-ia argumentar que a legalidade de sua atividade estaria prejudicada, se a plataforma
ndo é clara sobre os critérios que usa para moderar conteido ou se na pratica modera de

forma diferente do que determinam seus regulamentos. Quando presente, a assimetria

25 Uma discussdo mais aprofundada sobre esse tema ndo cabe neste artigo, mas deve ser fomentada para que
esses conflitos sejam esclarecidos.

26 Retoma-se, aqui, 0 exemplo das informagGes divulgadas em rétulos de produtos alimenticios; apesar de pouco
convidativas para os consumidores, sdo necessarias para viabilizar decisdes de autoprotegéo.

27 Existem argumentos favoraveis ao sigilo na aplicagdo de sanges pelas plataformas, mesmo que em hipéteses
bastante especificas. Um exemplo é a aplica¢do de mecanismos de soft moderation, em que publicag¢des proble-
méticas néo sdo removidas, mas seu alcance é reduzido (Zornetta, 2021, p. 26). Para Suzor, West, Quodling e
York (2019, p. 1.531), plataformas podem reduzir o alcance de um spammer (aquele que utiliza ferramentas para
disseminar contetido repetitivo e em quantidade enorme para atingir uma grande audiéncia), mas omitir essa
informag#o de forma a evitar que ele saiba que foi detectado e crie outras contas.
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de informac#o relativa aos fundamentos da moderacgo torna vulneravel o usuério, o que

pode justificar intervencdes de transparéncia.
O que divulgar?

Naturalmente, as interven¢des com maior potencial de promover a protecdo dos usua-
rios contra decisdes infundadas determinam a divulga¢éo dos fundamentos da moderagéo
de contetdo. Esses dados existem tanto em abstrato (nos regulamentos das plataformas)
quanto em concreto (razdes para decisdes especificas).

Osregulamentos gerais das plataformas precisam ser pormenorizadamente divulgados
para que os usudrios sejam capazes de consentir nas sangdes aplicaveis por elas e adequar
seu comportamento a tais regras. Hoje esses regulamentos sdo bastante minuciosos; mas,
quando as redes sociais se tornaram populares, a moderagio de contetido era conduzida
de forma bastante opaca (Klonick, 2018, p. 1.630). Embora os termos de uso j4 existissem,
as regras que guiavam a atividade de moderagéo néo eram ptiblicas ou eram pouco claras.
Na prética, os moderadores seguiam protocolos internos, muitas vezes genéricos e per-
medveis a valores subjetivos, que tornavam a moderacdo uma tarefa pouco compreensivel
ou previsivel pelos usuérios afetados (Klonick, 2018, p. 1.631).

Apesar de os regulamentos terem evoluido, ainda é comum a disparidade entre o que
esta disposto e os critérios efetivamente utilizados para moderar contetido. Vazamentos
publicados por veiculos de imprensa e pesquisas (Keller; Leerssen, 2019, p. 28; West, 2018)
revelaram que, em algumas plataformas, os moderadores continuam a seguir pardmetros
e politicas internas indisponiveis ao ptblico e que contém regras diferentes dos regula-
mentos acessiveis. E dificil avaliar quio distintos esses pardmetros sio dos regulamentos
publicos, ou se isso é uma pratica generalizada entre as plataformas; mas essa disparidade
é problemdtica e, por isso, pode motivar intervencdes de transparéncia®.

As razdes que fundamentam decisGes especificas sdo igualmente necessarias para o
usudrio proteger-se de moderago infundada. Quando o moderador é um revisor humano, é
perfeitamente vidvel exigir que, com base nos regulamentos gerais, a plataforma ao menos
informe ao moderado o porqué de seu contetido ter sido identificado como infrator - ou
seja, como o contetido viola uma regra e que regra é essa®. As plataformas tendem a con-

cordar em que o usudrio deva ter acesso a dados e sistemas que lhe permitam questionar as

28 H4 um exemplo de obriga¢do nesse sentido no art. 8°-B do PL n®2.393/2021, proposto pela deputada Renata
Abreu (Podemos-SP); nele se sugere que as redes sociais “com pelo menos um milh&o de usuérios registrados
devem: [...] III - oferecer aos usudrios regras claras sobre condutas que possam levar a exclusio de postagens do
usudrio, do perfil do usuario, ou a limitacéo de acesso a contetido postado pelo usudrio” (Brasil, 2021).

29 Noart. 21-Bdo PLn®2.883/2020, de iniciativa do deputado Filipe Barros (PL-PR), propde-se que na “hipétese
de exclusio de contetido ou de conta ou perfil de usudrio na aplicagdo, fica o provedor de contetido, sem prejuizo
das demais disposi¢des desta lei e do Cédigo de Defesa do Consumidor, a declinar, em linguagem clara, de facil
entendimento e compreensio, os motivos que conduziram a exclusdo, garantido ao usuario procedimento que
garanta contraditério e ampla defesa, dentro da prépria aplicacdo e por meios intuitivos e de facil acesso e
utilizagdo” (Brasil, 2020b).
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decisdes das plataformas de acordo com sua prépria interpretaco de seus regulamentos.
Por esse motivo, elas tornam disponiveis processos internos de recurso.

Porém, quando as decisdes sdo tomadas por ferramentas de detec¢io automatica de
contetido (caso da esmagadora maioria das decisdes de moderacdo a partir de 2020%°),
0 acesso as razdes da decisdo é restrito, o que pode inviabilizar o cumprimento de certas
intervenc¢des de transparéncia. Em razdo do modo como s#o elaboradas e funcionam as
ferramentas mais sofisticadas de detec¢dio automatica de contetido®, de um ponto de vista
técnico é desafiador tornar inteligiveis para o usudrio os fundamentos de suas decisdes.
Nesses casos, a definicdio do minimo de informag&o® a ser divulgado deve resultar de um

debate técnico e juridico mais aprofundado.

4.3 Transparéncia para as autoridades publicas
fiscalizarem o controle das plataformas

IntervencSes de transparéncia direcionadas as plataformas também podem revelar
informagdes relevantes sobre seu uso como “procuradoras” de autoridades ptblicas, pois
partem da premissa de que estas se utilizam das ferramentas e técnicas de moderagéo de
conteudo das plataformas para fazerem valer seus interesses; e, com esse fim, utilizam-se
de procedimentos formais (como ordens administrativas e judiciais) e de mecanismos
informais (como a pressdo politica) para alinhar o comportamento das plataformas com
seus objetivos de limitaco da livre expressdo.

A primeira vista, é notével que a Administragéo Ptblica seja capaz de garantir que a
atividade de moderacgo de contetido seja compativel com o interesse ptiblico. Isso é espe-
cialmente verdade quando essa interferéncia tem fundamento legal e intenta assegurar
que se cumpra a legislacsio nos espagos digitais de comunicaco. E o caso, por exemplo, de
decisdes judiciais que exigem da plataforma a remog&o de contetdo ilegal de acordo com
alegislagdo de determinado pafs.

Os problemas surgem quando essa interferéncia ocorre de forma opaca, desestruturada

ou em desacordo com o ordenamento juridico. Existem casos em que os regulamentos

30 De acordo com os relatérios de transparéncia do Youtube referentes ao periodo de janeiro a margo de 2020,
de um total de 6,1 milhdes de videos removidos (por diversos motivos), 5,7 milh&es foram identificados por
ferramentas de detecgdo automatica, sem interferéncia humana (Google, [2020]).

31 Em geral, essas ferramentas s&o construidas por meio do chamado aprendizado de mdquina, técnica que per-
mite desenvolver um algoritmo de tomada de decisdo mediante o processamento de um grande banco de dados.
No caso da moderacdo de contetdo, ele “aprende a decidir” ao ler e identificar padrdes no enorme conjunto de
decisdes humanas anteriores contidas no banco de dados. Ao entrar em contato com uma nova publicagdo, a
ferramenta verifica se os padrdes que encontrou no banco de dados estfo presentes e rotula aquela publica¢do
como infratora ou ndo. Para uma visdo aprofundada e ao mesmo tempo did4tica sobre o funcionamento de
algoritmos e do aprendizado de maquina, ver Desai e Kroll (2017).

32 Zornetta (2021, p. 313) sugere que as plataformas deveriam, no minimo, revelar o ntimero de falsos positivos
e falsos negativos resultantes do uso de algoritmos, ou seja, o nimero de publica¢des legitimas sancionadas e o
ntmero de publicagGes problematicas consideradas legitimas. Esse dado permite que atores externos avaliem
ndo sé se a taxa de erros é baixa o suficiente para justificar seu uso na moderacéo, mas também a evolugdo desse
indicador ao longo do tempo, e demandem melhorias.
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das plataformas séo alterados e publica¢des sdo sancionadas como resultado de pressdes
informais dos governos, e ndo de procedimentos formais fiscalizaveis®. Isso acontece
especialmente quando a legislacdo do pais ndo prevé de forma clara a ilicitude de certo
conteudo que as autoridades publicas querem tornar inacessivel. Esse fendmeno é mais
comum em ordenamentos juridicos como o dos EUA, em que a liberdade de expressdo é
tratada com alta prioridade®; mas ocorre também quando as autoridades buscam solugdes
para problemas cuja definicdo ou ilicitude ainda n&o é consenso, como a proliferacéo de
contetdo desinformativo.

Pode-se questionar que a transparéncia, nesse caso, deveria partir das autoridades que
empregam ferramentas informais ou sem fundamento legal para influir na atividade das
plataformas. De fato, o fundamento para esse tipo de intervenco esti no dever de publicidade
dos atos do Estado, e néio nos efeitos da moderacio de contetido sobre questdes de interesse
publico. Contudo, é inegavel que as plataformas se encontram em posicéo estratégica para
organizar e revelar essas informagdes essenciais para o controle do Poder Publico. Assim,

existe também uma razio de conveniéncia por tras dessa finalidade da transparéncia.
0 que divulgar?

Em geral, as plataformas tém divulgado voluntariamente informagGes sobre o ntimero de
demandas formais de remoc&o de contetido em seus relatérios periddicos de transparéncia,
discriminadas por sua origem®. Entretanto, elas divergem quanto ao grau de detalhamento;
e nelas prevalece a divulgacio de demandas, como ordens judiciais.

Quanto a divulgacgo dessas informacGes, a legislacdo brasileira determina que a
plataforma notifique os usudrios quando um contetido de seus contatos é removido em
decorréncia de ordem judicial ou administrativa®. Porém, a maioria dos relatdrios e essas
formas de divulgaco especifica ndo capturam o uso mais problematico do Poder Publico
para influenciar o comportamento das plataformas: as demandas por modifica¢des nos
regulamentos das plataformas e pela remocgo de contetido por mecanismos informais e
opacos, como notifica¢Ges extralegais e pressdo politica. Nesse cendrio, quando as auto-

ridades publicas exigem alteracdes nos regulamentos por vias inacessiveis aos usudrios,

33 E o caso de quando a moderagio ocorre por pressdo de governos na forma de e-mails entre autoridades e
executivos das empresas. Ver Liang (2023).

34 Citron (2018) atribuiu o nome censorship creep ao fendmeno em que as plataformas sio utilizadas por governos
para restringir discursos de uma forma que, de acordo com o ordenamento juridico local, seria considerada
censura se fosse realizada diretamente pelas autoridades pablicas.

35 Ver, por exemplo, a aba solicitagdes governamentais de remogdo de contetido do relatério periédico de transpa-
réncia que o Google ([2024]) tornou disponivel.

36 O art. 20, pardgrafo unico, da Lei n® 12.965/2014 (Marco civil da internet), por exemplo, determina que,
“quando solicitado pelo usudrio que disponibilizou o contetido tornado indisponivel, o provedor de aplicagdes
de internet que exerce essa atividade de forma organizada, profissionalmente e com fins econdmicos substituird
o contetdo tornado indisponivel pela motivago ou pela ordem judicial que deu fundamento a indisponibili-
zagdo” (Brasil, [2018]).
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pode parecer que a remocao de certas publicaces decorre unicamente de decisdes da
plataforma, quando, na verdade, elas resultam do exercicio do poder politico.

Arespeito disso, Citron (2018, p. 1.058) defende que as plataformas deveriam divulgar
relatérios pormenorizados sobre os esforcos de autoridades publicas para restringir con-
tetido também por meios informais. Segundo a autora, ao atenderem a esses requisitos, os
relatérios de transparéncia satisfazem ao principio da transparéncia ao viabilizarem um
debate publico sobre os efeitos da censura estatal e ao permitirem que cidadéos e orga-
nizagdes da sociedade civil proponham os limites da influéncia de autoridades publicas
sobre o contetido publicado e moderado por plataformas digitais.

E dificil conceber como se daria na pratica a exigéncia de divulgacio proposta pela autora.
Especialmente nos casos em que, por meio de pressdes informais, solicitam a remogao
de contetido ou a mudanca dos regulamentos, as autoridades publicas estdo optando por
manter essas interlocu¢des longe do ptblico, talvez por compreenderem que sualegitimi-
dade é questionavel. Como a falta de transparéncia dos agentes ptblicos é intencional, ndo
parece razoavel exigir que as plataformas revelem todos os contatos realizados por atores
politicos e arquem com os custos decorrentes da falta de transparéncia dessas autoridades.
E justificavel, porém, exigir que as plataformas mantenham a divulgacdo das informagdes
ja compartilhadas em formato visivel e de modo que viabilize inferéncias.

4.4 Transparéncia para promover o sentimento de confianca e da legitimidade

Além das trés finalidades apresentadas, a divulgacdo de mais informaces pelas pla-
taformas tem uma finalidade mais abstrata; ainda assim, pode justificar algum nivel de
intervencdo de ordem publica. A transparéncia, na forma das obrigacdes ja comentadas,
também promoveria a confianca dos usuarios nas plataformas, bem como o sentimento
de que é legitima a atividade de moderac#o de contetdo.

A primeira vista, a confianga dos usudrios, governos e investidores nas plataformas
parece ser positiva exclusivamente para elas - e, desse modo, um interesse de ordem pri-
vada que ndo justificaria a mobiliza¢&o de recursos publicos para sua promocao. Afinal,
ao confiarem na plataforma, os usudrios a utilizam mais, os investidores formam mais
parcerias com as empresas e os governos evitam uma regulacio que pode ser custosa.

Todavia, a desconfianca dos usudrios na atividade de moderagéo das plataformas pode
prejudicar sua efetividade, a qual é desejavel pela capacidade de efetivar interesses publi-
cos. Esse prejuizo surge sobretudo quando os usudrios estdo frustrados com a opacidade
dos processos internos de moderaco. Como ja se mencionou, existem situa¢des em que as
plataformas nio divulgam de forma clara as razdes de suas decisdes (ou os regulamentos
que de fato pdem em pratica no dia a dia da moderacéo de contetido), nem se esforcam
para explicar ao destinatério os motivos para sua san¢éo. Nesses casos, o usudrio interpreta
a ac¢do da plataforma como ilegitima, o que afeta diretamente o potencial de mudanca de

seu comportamento.
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Quando os usudrios confiam na plataforma e consideram legitima sua atividade, a
moderacdo de contetido de publica¢des problematicas pode ter efeitos positivos no debate
publico, pois uma forma particularmente significativa de promover bons comportamentos
¢ a formacdo de um sentimento de comunh&o numa comunidade (Grimmelmann, 2015,
p- 63). Quando as plataformas os articulam e os aplicam de forma adequada, os cédigos de
conduta séo recebidos pelo usudrio como indicadores de que o comportamento deve ser
adaptado a fim de preservar a comunidade digital. Por consequéncia, o usuario que recebe
a sancdo da plataforma - mas acredita que ela é justa - tem uma chance muito menor de
reincidir no comportamento problematico.

O contrario disso é bem mais provavel quando os usudrios ndo confiam na plataforma
ou julgam ilegitima sua atividade. Pesquisa conduzida por West (2018) revelou que, por
ndo compreenderem a razdo de sua publicacdio ou conta ter sido sancionada, muitos
usudrios forjam narrativas e explicacdes que atribuem a plataforma motivacgdes ocultas
ou, muitas vezes, perversas. E o caso dos que acreditam serem alvos de perseguicdo, em
virtude de sua posicéo ideolégica tornada piiblica, ou de uma conspiragéo de que fazem
parte as plataformas; e tais percepgdes podem ser validadas quando a sancéo é recorrente
(Suzor; West; Quodling; York, 2019, p. 1.533). Com esse raciocinio, tais usugrios passam
a tratar as plataformas como antagonistas, ameacas a sua liberdade, em vez de ajustarem
seu comportamento para participar da comunidade de forma regrada, interpretando as
regras da plataforma como forcas positivas para a constru¢éio de um ambiente saudavel. O
potencial de mudanca de comportamento da moderagéo de contetido - e, por consequéncia,
seu potencial de promocZo de interesses publicos - fica prejudicado.

Por isso, o objetivo de promover a confianca dos usudrios na moderagio de contetido
podejustificar a exigéncia de que as plataformas divulguem informagGes, em especial sobre
suas regras e sobre as razdes das decises tomadas. Quanto mais informagao for revelada,
os sancionados estardo mais bem informados sobre as normas que regem uma comuni-
dade digital para tomarem decisGes sobre seu comportamento. Por conseguinte, obrigar
as plataformas a serem mais transparentes pode torna-las melhores “empreendedoras de

normas” (Fagan, 2018, p. 394), capazes de propagar boas préticas de comunicacio e debate.

5 Conclusio

Com fundamento em pesquisa exploratéria da literatura e da pratica legislativa brasileira,
este artigo propds quatro objetivos que podem dar sentido a intervencdes de transparéncia
na moderacdo de contetido e direcionar sua interpretagfio: a) aprimorar a atividade de
moderagao, tanto ao permitir a colaboracio e a opinifio de stakeholders (como pesquisado-
res e organizacdes da sociedade civil), quanto ao gerar fiscalizagdo, incentivos e presséo
para a mudanca de comportamento das plataformas; b) permitir que usuarios protejam e

exercam seus direitos de manifestacdio por compreenderem as regras da moderacio e das
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ferramentas de recurso e correcio de erros; c) fiscalizar o emprego das plataformas como
“procuradoras” por autoridades governamentais, que as utilizam mediante demandas
judiciais e administrativas, formais e informais, para o controle de contetido; e d) promo-
ver a confianca e o sentimento de legitimidade dos usudrios na atividade da plataforma.

Espera-se que a proposta sirva como ponto de partida para investigagdes mais profundas
sobre os desafios inerentes a realizacdo desses quatro objetivos. Este estudo apenas tan-
gencialmente tratou dos dados que poderiam ser divulgados para efetivar esses objetivos,
com o propdsito de conferir maior concretude a teoria, ao mencionar brevemente certas
dificuldades. Isso ndo significa que elas sejam simples, ou que seja simples a escolha das
informacdes a serem divulgadas por intervencdes. Na verdade, embora essa discussdo
seja facilitada se houver consenso sobre os objetivos da transparéncia, nela residem as
principais controvérsias da temética.

Em particular, os autores acreditam que os conflitos concretos entre os objetivos da
transparéncia e as hipéteses de sigilo legitimo merecem mais atencfo da literatura. Se é
verdade que a privacidade tem sido tema de aprofundamento significativo com o advento
da protecéo de dados pessoais como linha de pesquisa, também é verdade que h4 muito
pouco escrito e previsto na legislacio sobre quéo ampla é no Direito brasileiro a prote¢do
concedida pelos segredos comerciais. A identificacdo dos limites dessa categoria é tdo
conveniente quanto essencial para que se superem barreiras teéricas e jurisprudenciais
para a concretizagéo dos objetivos da transparéncia.

Também merecem aten¢io especial os desafios para que se efetive a transparéncia
resultante da adogdo de tecnologias de detecgfio automatica de contetdo pelas platafor-
mas. Essas ferramentas podem tornar-se cada vez mais eficazes para identificar contetido
problematico; porém, sem dedicacdo especial, dificilmente se tornardo melhores para
explicar os fundamentos de suas decisdes. Naturalmente, se 0 moderador nio é sequer
capaz de revelar suas razdes de forma compreensivel para humanos, existe aqui um
empecilho consideravel para se efetivarem alguns objetivos da transparéncia; ela demanda
colaboracgo entre os pesquisadores da transparéncia e os pesquisadores que desenvolvem
e implantam essas tecnologias.

Para se superarem tais desafios, é crucial atingir um grau minimo de consenso sobre
as finalidades que legitimam e d&o sentido as intervencdes de transparéncia. Os limites
do segredo de negécios dependerdo do quanto dificultam a efetivacio de outros direitos;
e o nivel de detalhamento exigido das explica¢des da detec¢do automatica dependerd do
que se considera necessario para dar efetividade a esses objetivos. Em suma: um consenso
sobre os objetivos da transparéncia pode organizar um debate produtivo, caso se coordenem

os esfor¢os de pesquisadores que investigam os mais diversos aspectos de sua efetivacgo.
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